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1 Introduction

The demand for higher availability and disaster recovery for database systems is creating a need to have
geographically dispersed databases. This means that it is imperative not only to understand where all the
critical and sensitive information resides, but also to make sure it is backed up consistently and securely
for a timely recovery.

The higher demand for data availability has driven Microsoft to create solution features such as AlwaysOn
Availability Groups. The business demand for high uptime requires that solution builders and
administrators remove unplanned data outages. A solid data protection strategy makes sure of
accessibility and availability of that data whenever and wherever it is needed to keep business running
with as little interruption as possible.

2 Audience

This white paper is intended for NetApp® employees, partners, and customers, including IT planners,
storage architects, SQL Server database administrators, and NetApp field personnel who are tasked with
deploying such a solution in a customer environment. It is assumed that the reader is familiar with the
various components of the solution.

3 AlwaysOn Availability Groups Overview

Microsoft® SQL Server® 2012 AlwaysOn Availability Groups are a data replication feature that provides a
high-availability solution for both partial and complete site failures. AlwaysOn Availability Groups protect
against data loss by replicating data changes from a source database instance, called the primary, to
replica instances, called standby instances.

A partial site failure can be caused by hardware, network, or software failure, and without AlwaysOn
Availability Groups, the database management system (DBMS) server or the machine where the
database resides has to be rebooted. The length of time it takes to bring a database back online after a
reboot can be unpredictable. It can take several minutes before the database is brought back to a
consistent state and made available. AlwaysOn Availability Groups allow the standby database to take
over database operations within seconds. The SQL Server native access client (SNAC) does not have to
change since it can utilize the availability group listener, so users and applications don’t need to
reconnect to the database.

AlwaysOn Availability Groups also allow you to configure up to four additional availability replicas and
allow read-only queries to be run on these secondary replicas. A secondary replica with read-only
connections provides read-only access to secondary databases within the context of the availability
group. The data on secondary replicas is updated in near real time, depending on replication method and
the network bandwidth between SQL Server instances.

Table 1) Summarized benefits of AlwaysOn Availability Groups and NetApp storage.

Flexible Integrated ‘ Efficient NetApp
¢ Multidatabase e Application e Active o Accelerate set
failover failover using secondary up of AlwaysOn
secondaries e Configuration secondary Groups
e Total of 4 wizard e Backup from ¢ Quick and
secondaries e Dashboard secondary efficient
backups of
e 2 synchronous e  System center e Improves databases in
secondaries integration primary server
AlwaysOn
performance by

4 Accelerate SQL Server 2012 AlwaysOn Availability Groups Deployment on NetApp Storage



Flexible

1 automatic
failover pair
Synchronous and
asynchronous
data movement
Built-in
compression and
encryption
Auto-page repair
Automatic and
manual failover
(new design)
Flexible failover
policy

Integrated

Rich diagnostic
infrastructure
File-stream
replication
Replication
publisher failover

\ Efficient

NetApp
offloading work Availability
to secondary Groups
Monitoring and e Improved
Troubleshooting provisioning of
enhanced secondary
Automation databases
using Windows e Improved
PowerShell™ deployment of
remote
secondary
databases

e Create space-
efficient clones
of databases in
AlwaysOn
Availability
Groups

e  Automation
using NetApp
Data ONTAP®
PowerShell
Toolkit

4 Terminology

Table 2 lists terminology and examples that have been used to develop this document.

Table 2) Terminology and examples.

Term Definition Example in This Document

Server Windows® host server where SQL | SMBInstall.sea-tm.netapp.com
Server is installed

Controller NetApp storage controller Eos and Aura

WFC Windows failover cluster SQL12Cluster

AG Availability groups Adventureworks_AG

5 Software Requirements

The software listed in Table 3 was installed and utilized in the making of this document:
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Table 3) Installed software.

Hardware ‘ Software

Server e Microsoft Windows Server® 2008 R2 SP1

e Microsoft SQL Server 2012 x64 Enterprise Edition
o NetApp Windows Host Utilities Kit 5.3 x64

e NetApp Data ONTAP DSM for Windows MPIO

e NetApp SnapDrive® 6.4.1

e NetApp SnapManager® 6.0 for SQL Server x64*

o NetApp Data ONTAP PowerShell Toolkit 2.0

e NetApp OnCommand® System Manager

NetApp Controller e NetApp Data ONTAP 8.1 RC2 (running in 7-Mode)

*SnapManager for SQL Server is in prerelease at the time of publication of this technical report.

6 Topology

Demonstrating the creation of SQL Server 2012 AlwaysOn Availability Groups, this solution used three
servers using Windows Server 2008 R2 servers (AlwaysOnl, AlwaysOn2, and AlwaysOn3). Two NetApp
FAS3240 controllers (Aura and Eos) have been set up for database storage.

Figure 1) Topology used to produce this document.

Datacenter 1 Datacenter 2

Alwaysonz Alwayz0on3

FAZIZAD Aotz FAZZZ40 (Eos)

The following are the steps required to deploy AlwaysOn Availability Groups.
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6.1 Create Windows Failover Cluster

Because AlwaysOn Availability Groups utilize Windows failover cluster (WFC), all participating servers
must have the failover cluster feature added. This process can be accomplished by running the following
Windows PowerShell script on all the servers:

iT ((Get-Module] select -exp name) -notcontains “ServerManager’) {Import-Module ServerManager}
Add-WindowsFeature Failover-Clustering

The Windows failover cluster can now be created by adding all server nodes (AlwaysOn1, AlwaysOn2,
and AlwaysOn3) to the cluster. This can be automated with the following Windows PowerShell script:

if ((Get-Module| select -exp name) -notcontains “FailoverClusters”™) { Import-Module
FailoverClusters}

$Clustername = "AlwaysOnCluster™
$Nodel = "AlwaysOnl™
$Node2 = "AlwaysOn2"
$Node3 = "AlwaysOn3"

#For testing cluster

$Result = Test-Cluster -Cluster $Clustername -Node $Nodel, $Node2, $Node3
#Display the result of cluster verification

Invoke-1tem $Result.versioninfo.filename

New-Cluster $Clustername -Node $Nodel, $Node2, $Node3 —NoStorage
Set-ClusterQuorum —Cluster $ClusterName -NodeMajority

Figure 2) Windows failover cluster has been created, and all three servers have been added as nodes.

E_,: Server Manager

File Action View Help
&= |»m Bm
T Server Manager (ALWAYSONL)
[+ 5 ' Roles
= gﬁ Features
= i_g Failover Cluster Manager
= ’3431 AlwaysOnCluster,sea-t
) [ services and applic.
=) ‘51 Nodes
i AlwaysOnl
- AlwaysOn2
ol AlwaysOn3
L Storage
+ 1;{ Metworks
tﬂ Cluster Events
@ Fm Diagnostics
# i} Configuration
# =5 Storage

+

AlwaysOn2
AlwaysOn3

6.2 Enable AlwaysOn High Availability

After each server has been added to the WFC, AlwaysOn High Availability must be enabled for all of the
SQL Server instances. The following Windows PowerShell script enables AlwaysOn High Availability and
restarts the SQL Server service for each instance:

powershell _.exe -ExecutionPolicy Unrestricted -NoLogo -Nonlnteractive
if ((Get-Module] select -exp name) -notcontains "SQLPS®") {Import-Module SQLPS -
DisableNameChecking}
$nodes = "AlwaysOnl', "AlwaysOn2", "AlwaysOn3"
foreach ($node in $nodes){
Write-Output "Enable AlwaysOn Service for $node instance"
Enable-SglAlwaysOn -Path SQLSERVER:\SQL\$node\Default —force
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Start-Sleep -Seconds 10

Write-output "Restart SQL Server service for $node instance"
Stop-Service -InputObject (get-Service -ComputerName $node -Name MSSQLServer) -force
Start-Service -InputObject (get-Service -ComputerName $node -Name SQLServerAgent)

6.3 Create Initial Database Backup

In order to create an availability group, the database must be in full recovery mode, and at least one full
backup must have been performed, for which we use SnapManager for SQL Server (SMSQL). SMSQL
utilizes NetApp Snapshot technology to deliver near-instantaneous and space-efficient backups. After
SMSQL has been installed, it needs to be configured to perform a full database and log backup. The

following figures display the steps of configuring SMSQL.

Figure 3) Select database verification server in SnapManager for SQL Server Configuration wizard.

h Ir“ o= SnapManager Configuration Wizard
“gg_ Database Verification Server

=P Start

= |mpart of Export

SOL Server to iun database verdication [DBCC CHECKDB]). Itis
recommended to run database verification (DBCC CHECKDE) on another SOL Server

machire,

Server [ALWAYSONT -

P Veiification Settings Veiiication Server [ALWAYSONT 5] _Retesh |
=¥ Database Selection Connection
& Use Windows Authentication

=¥ Snapinfo Settings € Use SOL Server Authentication
=P Data Protection Name |

od |
=¥ Snap Manager Reposton Sha

Advanced.,
=P D atsbace Migration Settings N B B
Aszsign a drive letter of path to access a mounted LUN in snapshot
B SCS1 Initistor Information ' Automatically assign avalsble drive letter
& Mount in an empty NTFS directory
=P E-Mail Notification Sett o
L Deefault mount point directony:
=P Moniitoing and Reporting Settir| |
Browse... Save
=¥ Finish | |
Hep | Nest> Concel_|
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Figure 4) Select location of data and log files.

' SnapManager Configuration Wizard

Select a database, file group or file to move to a LUN

Select a database, file group or file in the left pane, and a LUM in the Disk List, then click the <=> button
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Database From To
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Undo Al
Details...

Help | ¢ Back | Mext > | Cancel

=% Finish

Figure 5) A single directory for Snapinfo metadata has been specified.
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Figure 6) Start Configuration wizard.
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After the SMSQL Configuration wizard has completed, the first full and log backup need to be performed
in order to allow the database to join availability groups. This process can be completed with SMSQL
using the following Windows PowerShell script:

powershell _.exe -ExecutionPolicy Unrestricted -NoLogo -Nonlnteractive

if ((Get-Module] select -exp name) -notcontains "SQLPS®") {Import-Module SQLPS -
DisableNameChecking}

Add-PSSnapin NetApp.SnapManager .SQL.PS.Admin -ErrorAction silentlycontinue
new-backup —svr “AlwaysOnl® -d “"AlwaysOnl®, "1%, “Adventureworks® -lb —mgmt daily

6.4 Create Endpoints and Availability Group Replica Objects

To create availability groups, all servers in a Windows failover cluster must be able to communicate. This
communication can be set up using endpoints. The following script creates an endpoint object and
availability group replica object for each server:

$nodel = “AlwaysOnl”
$node2 = “AlwaysOn2”
$node3 = “AlwaysOn3~
$database = “Adventureworks”

$agname = “AlwaysOn_AG”

$instancel = Get-ltem "SQLSERVER:\SQL\$nodel\Default"
$instance2 = Get-ltem "SQLSERVER:\SQL\$node2\Default"
$instance3 = Get-Item '"SQLSERVER:\SQL\$node3\Default"
$endpointl = "TCP://" + $nodel + ':5022"
$endpoint2 = "TCP://" + $node2 + ':5022"
$endpoint3 = "TCP://" + $node3 + ':5022"
$replical = New-SqlAvailabilityReplica ~

-Name $nodel
-EndpointUrl $endpointl ~
-FailoverMode "Automatic" ~
-AvailabilityMode "SynchronousCommit™ ~
-AsTemplate ~
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-Version ($instancel.Version)

$replica2 = New-SqlAvailabilityReplica
-Name $node2 ~
-EndpointUrl $endpoint2
-FailoverMode "Automatic™ ~
-AvailabilityMode "SynchronousCommit" ~
-AsTemplate ~
-Version ($instance2.Version)

# Note that there can only be 2 node in FailoverMode
# node3 need to be set to manual
$replica3 = New-SqlAvailabilityReplica ~
-Name $node3 ~
-EndpointUrl $endpoint3 ~
-FailoverMode "manual’ ~
-AvailabilityMode "AsynchronousCommit" ~
-AsTemplate ~
-Version ($instance3.Version)

6.5 Create Availability Groups and Add Database to Availability Groups

After the endpoint objects have been established, the availability group can be created, and the principal
database can be added with the following Windows PowerShell script:

# Create the Availability Group.
New-SqglAvailabilityGroup -InputObject $instancel -Name $agname -AvailabilityReplica ($replical,
$replica2, $replica3) -Database $database

The second and third replicas also can be added to the availability group using Windows PowerShell:

#Join the node2 replica to the availability group.
Join-SqlAvailabilityGroup -Path ""SQLSERVER:\SQL\$node2\Default'" -Name $agname

# Join the node3 replica to the availability group.
Join-SqlAvailabilityGroup -Path ""SQLSERVER:\SQL\$node3\Default'" -Name $agname

6.6 Back Up and Restore Database to Replica Instance in Same Data Center

At this point an availability group has been created. However, only the database in the primary instance
has been added to it. In order to add the database from the replica to the availability group, the database
on the primary (AlwaysOn1) needs to be backed up and restored with norecovery mode on the replica
(AlwaysOn2). The backup and restore process for large databases can take a long time, and the backup
file takes up a large amount of disk space. SMSQL provides a faster backup and restore process by using
NetApp Snapshot and FlexClone® technologies. Furthermore, this process with SMSQL does not involve
a backup file requiring storage space. The following Windows PowerShell script provides the backup and
restores using the SMSQL clone command:

$nodel = “AlwaysOnl”
$node2 = “AlwaysOn2”
$database = “Adventureworks”

Add-PSSnapin NetApp.SnapManager .SQL.PS.Admin -ErrorAction silentlycontinue
$targetmountpoint = ""C:\MSSQL\"

clone-database -Server $nodel -Serverlnstance $nodel -Database $database ~
-TargetServerlInstance $node2 -TargetDatabase $database ~
-TargetServerMountPointDir $targetmountpoint -RecoverDatabase $false —Ib
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Figure 7) After restore completes, database in replica will be in norecovery mode.

Object Explorer * I X

Connect = 3 & m fF EI;

= [_ﬁ ALYWAYSOMNZ (0L Server 11,0,2100 - SEA-
= [ Databases

LAl AYSONZ (SQL Server 11.0,2100
| Database Snapshots

# | Adventureworks (Restaoring...)
[ Securikty
| Server Objects
| Replication
1 &bways0n High Availability
[ Management
[ Inteqgration Services Catalogs
I_‘-;E) 0L Server Agent [Agent xPs disabled)

The database in second replica is now ready to be added into the availability group. This task can be
accomplished by the following Windows PowerShell script:

$availabilitygroup = get-item SQLSERVER:\SQL\$node2\DEFAULT\Avai labilityGroups\$agname
Add-SqglAvailabilityDatabase -InputObject $availabilitygroup -Database $database
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Figure 8) Adventureworks database has been added to availability groups.

[ﬁ ALWAYSOMNT (0L Server 11,0,2100 - SEA-
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5 AlwaysOn3
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[ Awailability Group Liskeners
[ Management
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I_‘-,ij, a0l Server Agent (Agent xPs disabled)

After the database in the SQL Server instances running on AlwaysOn2 has been added to the availability
group (under Availability Databases), the FlexClone copy of the database volume can be split from the
Snapshot copy. This allows the volume to be independent from original volume (where the primary

database resides) and its Snapshot copy. This task can be performed using NetApp OnCommand
System Manager.
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Figure 9) The sdw_cl_alwaysonl_data_0 has been identified as a clone volume of alwaysonl_data.

Yes

alwaysonl_log SQLG4AGGRL @ online
alwaysonl_si SQLE4AGGRL @ online Yes
glwayson3_data SQLE4AGGR1 @ online Yes
esxdatastore0 1 SQLE4AGGR1 @ online Yes
esxdatastore02 SQLE4AGGR1 @ online Yes
fujil4 vhd SQLE4AGGR1 @ online Yes
fuji1gvhd SOL64AGGR 1 @ online fes
HADRQuarum SOLE4AGGR1 @ online Yes
rdimststdb02_readi_data SQLE4AGGR1 @ online Yes
rdimststdb02_readi_log SQLE4AGGR1 @ online Yes
RDIPRFCLUS_SI SOLE4AGGR1 @ online Yes
sdw_d_alwayson1_data_0 SQLE4AGGR1 @ online Yes
sdw_d_alwayson1_log_0 SQLE4AGGRL @ online Yes
sdw_d_rdimststdb02_readi_dat... SQLG64AGGR1 @ online Yes
General

MName: 2lwaysonl_data Clone Children:

Status: @ 0Online Autogrow Maximum Size: 12 GB

Maximum Files: 311.28k Autogrow Incremental Size:  511.99 MB

Current Files: 105 Snapshot Autodelete: Enabled

Language: en_US (English {(US))

Unicode: Enabled

Figure 10) The sdw_cl_alwaysonl_data_0 has been selected to be split from Snapshot copy.

U B ) Sau_uaia Sl L e s
rdimststdb02_readi_log SQLE4AGGR 1 @ online Yes
RDIPRFCLUS_SI SQLG4AGGR1 @ online Yes

sdw_d_alwayson1_data_0

sdw_d_alwayson1_lo @ Edit

@ online Yes
sdw_d_rdimststdb02_ X Delete @ online Yes
¥ Refresh
bS]
General
MName: [ Create » rent: alwaysonl_data
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Language: :E‘: Resize 1 Snapshot Autodelete: Enabled
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EW Storage Effidency

The log volume can be split from the Snapshot copy using the same process.
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Figure 11) Database on AlwaysOn2 instance has been cloned, split, and added to availability group.

Datacenter 1 Datacenter 2

Ahvays0Onl AhwaysDnd

FAS 3240 fEox]

7 Back Up and Restore Database to Replica Instance in Different
Data Centers

Network bandwidth limitations make it much more of a challenge to back up and restore databases with
SQL Server between separate data centers. SMSQL and NetApp SnapMirror® make this task faster and
simpler. In order to back up and restore databases in the remote locations, the SnapMirror relationship of
the volumes that contain data and files must be created. This section describes how to create a
SnapMirror relationship using NetApp OnCommand System Manager. In this example, a new relationship
is created to mirror volume alwaysonl_data from Aura to alwayson3_data volume in Eos controller.

1. In OnCommand System Manager, a new relationship can be created from either the source or
destination controller. In this example, the source controller is selected. Click SnapMirror > and then
Click Create.
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[ create SnapMirror Relationship Create Wizard x|

System Selection

Select system as destination or source for the new SnapMirror relationship.

Select Aura system's role for the new SnapMirror relationship:
" Destination

Aura wil act as secondary system where data from source volume or gtree
i mirrored.

@ Source

Aura will act as primary system where source volume or gtree exists.

To continue, dick Next

Mext: Cancel ]

SnapMirror Relationship Create Wizard |?|

System Name and Credentials
Choose a system from the list of managed systems and provide valid credentials.

Source system: Aura b4

Source system credentials

To continue, dick Mext

«Back Nexts Cancel
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2. Select alwaysonl_data volume as the source volume.

SnapMirror Relationship Create Wizard E

Source Details | SnapMirror Type

Specify the source volume or gtree from which you would like to mirror data.

Source system: Aura

Path: Volume name or gtree path Browse..

Select Path

List of online volumes and gtrees:

Mame Aggregate Free Space Used Space Total Space Aggregate Type

[ 8 fujit4vhd SQLE4AGGR 1 169.78 GB 905.42GB 1.05TB FCAL i
v @ alwaysoni_data SQLG4AGGR 1 2.98GB 7.02GB 10 GB FCAL

[ 8 alwayson1_log SOL64AGGR 1 2.98 GB 7.02GB 10 GB FCAL

[ 8 alwaysoni_si SQLE4AGGR 1 2.98GB 7.02GB 10GB FCAL

[ 8 sdw_cl_alwayson1_data_0 SQLE4AGGRL 2.98 GB 7.02GB 10 GB FCAL =
[ 8 sdw_cl_alwayson1_log_0 SQLE4AGGR1 2.98 GB 7.02GB 10 GB FCAL :

Selected path:  alwaysonl_data

Select Cancel

«Back ] Nexts ] Cancel ]

3. Select Eos controller as the destination system.

E_a} Create SnapMirror Relationship Create Wizard »

Source System Name and Credentials
1 Choose a system from the list of managed systems and provide valid credentials.

Destination system:  |Egs M

Destination system credentials

To continue, dick Mext

«Back ‘ Mexts ‘ Cancel ‘

4. Inthe destination detail, select create new volume in the SQL64AGGR2 Aggregate and
alwayson3_data volume.
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SnapHMirror Relationship Create Wizard x

Destination Details

Specify destination volume or gtree to which you would like to mirror data.

Destination system: Eos
Destination Path

(™ Select existing volume

Volume: |

(* Create new valume

Agagregate: |SQLE4AGGR2 Browss...

Volume: |a lwayson3_data

Size: 1001 [6B |+

Thin Provisioned

Allocate space as it's used, otherwise, allocate the space
now.

To continue, dick Next

<Back I Nexts I Cancel I

5. In Schedule and Initialize, select on demand since SMSQL will update SnapMirror after the backup
has been created. Also select Initialize SnapMirror Relationship to start replication of the data from
source to destination.
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snapMirror Relationship Create Wizard »

Schedule and Initialize

Specify schedule for the SnapMirror relationship and initialize the SnapMirror
relationship.

Schedule

® 0n demand

Manually update data from source volume or gtree to destination
volume or gtree.

" Create new schedule for SnapMirror relationship

Data from source volume or gtree wil be mirrored to destination
volume or gtree based on the schedule

Mew schedule: -

Initialize

[ Initialze SnapMirror relationship

Performs a complete baseline transfer of data from source volume
or gtree to destination volume or gtree. If SnapMirror refationship
is not initialized then it would not be displayed on the SnapMirrar
page of source storage system.

To continue, dick Next

<Back J Next: Cancel

6. For this exercise, select unlimited bandwidth.
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SnapMirror Relationship Create Wizard [x]

Data Transfer Rate Details

Set data transfer rate for this SnapMirror relationship.

Data Transfer Rate:
® Unlimited bandwidth

(" Limit data transfer rate (kbps)

To continue, dick Next

Cancel

7. The SnapMirror relationship has now been created.
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SnapHMirror Relationship Create Wizard x

SnapMirror Relationship Create Wizard Summary

Review the summary before creating the SnapMirror relationship.

SnapMirror Relationship Summary

Source System: Aura

Source Path: alwayson1_data
Guarantee: none

Size: 10 GB

Destination System: Eos
Destination Path: alwayson3_data
Guarantee: none

Size: 10.01GE

Initialize: Yes

Data transfer rate: Unlimited bandwidth

Schedule: On demand

alwayson3_data volume will be created on destination system.
Destination system will be given access to source volume alwaysoni_data

Click 'Mext' to create SnapMirror relationship,

To continue, dick Next

After the SnapMirror relationship for the database volume has been created, the SnapMirror relationship
for the log and Snaplinfo volumes needs to be created following the same processes outlined earlier.
Further detail on SnapMirror configuration and best practices can be found in NetApp TR-4015.

Figure 12) SnapMirror relationship for all three volumes has been created, and all data has been transferred.

E-‘.'P.- Create E. Edit # Delete | eklilu:l-n&rﬁtil:lns - | @Remute Access | G Refresh

Source Destination SnapMirror Type  State Status  Transfer Status  Lag Time (Days HH:MM:S5)
Aura:alwaysonl_data Eos:alwayson3_data  wolume gsource  idle @ ok 00 00:00:08
Aura:alwaysonl_log Eos:alwayson3_log volume gsource  idle @ ok 00 00:00:07

frsvorns | crovorens | vome —mre o | o | moveoos

In order to add the database to the AlwaysOn3 instance, the database must be backed up from the
primary (AlwaysOnl) and restored to the remote replica (AlwaysOn3) instance with norecovery mode.
SnapMirror also needs to be updated before the restore process. The backup and restore process can be
performed with the following Windows PowerShell script:

powershell._exe -ExecutionPolicy Unrestricted -NoLogo -Nonlnteractive

iT ((Get-Module] select -exp name) -notcontains "SQLPS") {Import-Module SQLPS -
DisableNameChecking}

Add-PSSnapin NetApp.SnapManager .SQL.PS_Admin -ErrorAction silentlycontinue
#Note that we use —CloneOnMirrorDestination and —UpdateMirror switch

$nodel = “AlwaysOnl”
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$node3 = “AlwaysOn3”
$database = “Adventureworks”

clone-database -Server $Nodel -Serverlnstance $nodel -Database $database -TargetServerlnstance
$node3 -TargetDatabase $Database -TargetServerMountPointDir $TargetMountPoint -RecoverDatabase

$false —Ib —CloneOnMirrorDestination —UpdateMirror

The Adventureworks database in AlwaysOn3 is now ready to be added to the availability group by using

the following Windows PowerShell script:

$agname = “AlwaysOn_AG”

$availabilityGroup = get-item SQLSERVER:\SQL\$node3\DEFAULT\Avai labilityGroups\$agName
Add-SqglAvailabilityDatabase -InputObject $availabilityGroup -Database $Database

Figure 13) SnapMirror has been created, and database in AlwaysOn3 instance has been added to availability

groups.

Datacenter 1

=

AnwaysOnl Anwaysind

Snaphirror tocreate

Datacenter 2

Anwaysn3

FAZIZAD (Zos|
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Figure 14) All nodes have been added to AlwaysOn_AG availability groups, and AlwaysOn1 is primary node.
Ohbject Explorer v X

Conmect~ 33 3 m [ ] ;
= [_d ALYWAYSOMT (SOL Server 11.0,2100 - SEA-TMadminisk
=] [ Databases
[ Swstem Dakabases
[ Database Snapshots
l__I Adventurewarks (Synchronized)
L Security
[ Server Objects
[ Replication
= [ Alwayson High Availahility
B CH J:!-'-.:'Eli|-5||:|i|it';.-' Groups
&= AhwaysOn_Ai (Primary)
= [ Awvailability Replicas
5 Always0nl (Primary)
5 AlwaysOng (Secondary)
3 AlwaysOn3 (Secondary)
[ Avvailabilicy Databases
[ Awvailabilicy Group Liskteners
1 Managemenkt

After the database in AlwaysOn3 instance has been added to the availability group (under Availability
Databases), the FlexClone copy of the database volume can now be split from the Snapshot copy. This
will allow the volume to be independent from original volume and Snapshot copy.
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Figure 15) The sdw_cl_alwayson3_data_0 has been identified as a clone of alwayson3_data volume.

_Lfi‘;orem gt X peiete | -Ercwne = O status = & snapshot Copies | '8 Resize | B9storage oer | DiReresn
Name Aggregate Status
Py ————————————y 7 ——
: alwayson3_log SQLESAGGR2 @ online
alwayson3_si SQLE4AGGR2 @ oniine
shw_dl_ahvayson3_data_0 SQLE4AGGR2 © online
sdw_d_ahvayson3_log_0 SQLE4AGGR2 @ oniine
smb_datal SQLE4AGGR2 @ oniine
smb_data2 SQLE4AGGR2 @ online
smb_log SQLE4AGGR2 © oniine
smb_systemdbs SQLE4AGGR2 © oniine
sgl12smb SQLE4AGGR2 @ online
SQL2012HADR 1 SQUE4AGGR2 © online
SQLClusterDatas SQLE4AGGR2 @ online
SQLClusterDataé SQLE4AGGR2 @ orline
SQUCusterQ SQLE4AGGR2 @ oniine
SQUClusterSnaplnfo SQLE4AGGR2 @ oniine
< il

General
Name: alwayson3_data Clone Children:
Status: @ Onlne
Manximum Files: 311.28k
Current Fles: 105
Language: en_US (English (US))
Unicode: Enabled
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Figure 16) The sdw_cl_alwayon3_data_0 has been split through clone > split menu.
E-%'}l Create E Edit % Delete I—I’E“l Clone = B Status = L=l Snapshot Copies *
Mame

alwayson3_data

alwayson3_log

alwayson3_si

sdw_d_alwayson3_log_0 & Edit
smb_datal X Delete
Smb-data2 £} Refresh
smb_log

- v B
smb_systemdbs E}l Create »
2

5 e TR
sql12smb

= View Hierarch
SQL2012HADR.1 ia] Snapshot Copies F [ - !
SQLClusterDatas

"B Resize

SQLClusterDatas L
SQLClusterQ %0 Storage Effidency

The FlexClone copy of the log volume can be split from the Snapshot copy using the same process as
shown earlier.

8 Create Availability Groups Listeners

In order to have fast application failover access to SQL Server, availability group listeners must be
created. The availability group listener must be created on the current primary node, and it can be done
using the following Windows PowerShell command. The SQL Server access port and static IP address
can be specified if needed.

$Listener = “SQL2012AlwaysOn”
$availabilityGroup = get-item SQLSERVER:\SQL\$nodel\DEFAULT\Avai labilityGroups\$AgName
New-SqlAvailabilityGroupListener -Name $Listener -InputObject $availabilityGroup

9 Test Failover Cluster After Setup

After the availability group has been set up, the failover can be tested using the following Windows
PowerShell script:

powershell._exe -ExecutionPolicy Unrestricted -NoLogo -Nonlnteractive
iT ((Get-Module] select -exp name) -notcontains "SQLPS") {Import-Module SQLPS -
DisableNameChecking}

Set-location SQLServer:\SQL\AlwaysOn2\Default\AvailabilityGroups\AlwaysOn_AG
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Switch-SqlAvailabilityGroup

Figure 17) Availability Groups dashboard display AlwaysOn2 has become primary role, and AlwaysOnl and
AlwaysOn3 are secondary roles.

':0:' AlwaysOn_AG: hosted by ALWAYSONZ (Replica role: Primary)

Availability group state: -j@- Healthey

Prirnary instance: AlvaysOnz
Failover mode: Automnatic
Clusker skate: AlwaysOnClusker (Mormal Quarum)

Availability replica:

| | Marme Role Failower Mode | Synchronization State Issues

'3@' AlwaysOnl  Secondary  Automatic Synchronized

'3@' AlawayvslnZ  Primary Aukamatic Synchronized

'ﬁ'@' Alwayson3  Secondary  Manual Synchronizing

Group by -

[ame | Replica | Synchronization Statel Failover Readin. .. | Issues

AlwaysOnil

@ Adventure z A0y Synchronized Mo Data
AlwaysOnz

'3@' Sdventureworks Llhwayzln Synchronized Mo Data Logs
AlwaysOn3

'3@' Adventureworks Alwayz0nd Synchronizing [rata Loss

10 Summary

The new SQL Server 2012 AlwaysOn Availability Groups feature allows businesses to maximize
availability of critical user databases. However, setting up availability groups for large databases can be
complicated and time consuming, especially if one of the nodes is in a remote data center or on a
different subnet. NetApp storage simplifies this process compared to SQL Server built-in backup and
restore capabilities by using SnapMirror and SMSQL instead. The processes of setting up AlwaysOn
Availability can be accomplished by following these steps:

Enable Windows clustering feature on all nodes.

Create a failover cluster and add all nodes to the cluster.

Enable AlwaysOn High-Availability services on all nodes.

Restart SQL Server services for all instances.

Create an endpoint object for each replica.

Create initial full and log database backups using SMSQL.

Add the primary node and its database to the availability group.

Back up and restore database using SMSQL for the secondary replica, which is on the same storage
controller.

9. Add the database on the secondary replica to the availability group.

© N g~ wDdh R
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10. Create a SnapMirror relationship between two controllers (Aura and Eos).

11. Back up and update SnapMirror and restore the database using SMSQL for the third replica on a
separate storage controller.

12. Add the database on the third replica to the availability group.
13. Create availability group listeners.
14. Test failover.

27 Accelerate SQL Server 2012 AlwaysOn Availability Groups Deployment on NetApp Storage



Refer to the Interoperability Matrix Tool (IMT) on the NetApp Support site to validate that the exact product
and feature versions described in this document are supported for your specific environment. The NetApp
IMT defines the product components and versions that can be used to construct configurations that are
supported by NetApp. Specific results depend on each customer's installation in accordance with published
specifications.

NetApp provides no representations or warranties regarding the accuracy, reliability, or serviceability of any
information or recommendations provided in this publication, or with respect to any results that may be
obtained by the use of the information or observance of any recommendations provided herein. The
information in this document is distributed AS IS, and the use of this information or the implementation of
any recommendations or techniques herein is a customer’s responsibility and depends on the customer’s
ability to evaluate and integrate them into the customer’s operational environment. This document and

the information contained herein may be used solely in connection with the NetApp products discussed

in this document.

Go further, faster

© 2012 NetApp, Inc. All rights reserved. No portions of this document may be reproduced without prior written consent of NetApp,
N tA . Inc. Specifications are subject to change without notice. NetApp, the NetApp logo, Go further, faster, Data ONTAP, FlexClone,
e pp OnCommand, SnapDrive, SnapManager, SnapMirror, and Snapshot are trademarks or registered trademarks of NetApp,
Inc. in the United States and/or other countries. Microsoft, SQL Server, Windows, and Windows Server are registered
www.netapp.com trademarks and Windows PowerShell is a trademark of Microsoft Corporation. All other brands or products are trademarks or
registered trademarks of their respective holders and should be treated as such. TR-4106-1012


http://now.netapp.com/matrix/mtx/login.do

	1 Introduction
	2 Audience
	3 AlwaysOn Availability Groups Overview
	4 Terminology
	5 Software Requirements
	6 Topology
	6.1 Create Windows Failover Cluster
	6.2 Enable AlwaysOn High Availability
	6.3 Create Initial Database Backup
	6.4 Create Endpoints and Availability Group Replica Objects
	6.5 Create Availability Groups and Add Database to Availability Groups
	6.6 Back Up and Restore Database to Replica Instance in Same Data Center

	7 Back Up and Restore Database to Replica Instance in Different Data Centers
	8 Create Availability Groups Listeners
	9 Test Failover Cluster After Setup
	10  Summary

